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The set 2N of even integers is F -re
ognizable or F -automati
, i.e.,

the language repF (2N) = {ε, 10, 101, 1001, 10000, . . .} is a

epted

by some �nite automaton.

Remark (in terms of the Chomsky hierar
hy)

With respe
t to the Ze
kendorf system, any F -re
ognizable set 
an

be 
onsidered as a �parti
ularly simple� set of integers.

We get a similar de�nition for other numeration systems.



Numeration systems

◮
A numeration system (NS) is an in
reasing sequen
e of

integers U = (Un)n≥0 su
h that

◮ U0 = 1 and

◮ CU := sup
n≥0

⌈Un+1/Un⌉ < +∞.

◮ U is linear if it satis�es a linear re
urren
e relation over Z.

◮
Let n ∈ N. A word w = wℓ−1 · · ·w0 over N represents n if

ℓ−1
∑

i=0

wi Ui = n.

◮
In this 
ase, we write valU (w) = n.



Greedy representations

◮
A representation w = wℓ−1 · · ·w0 of an integer is greedy if

∀j,

j−1
∑

i=0

wi Ui < Uj .

◮
In that 
ase, w ∈ {0, 1, . . . , CU − 1}∗.

◮ repU (n) is the greedy representation of n with wℓ−1 6= 0.

◮ X ⊆ N is U -re
ognizable

∆
⇔ repU (X) is a

epted by a �nite

automaton.

◮ repU (N) is the numeration language.



Ze
kendorf (or Fibona

i) numeration system

0

1

0

◮ Fn+2 = Fn+1 + Fn

◮ F0 = 1, F1 = 2

◮ AF a

epts all words that do not 
ontain 11.



The ℓ-bona

i numeration system
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◮ Un+ℓ = Un+ℓ−1 + Un+ℓ−2 + · · ·+ Un

◮ Ui = 2i, i ∈ {0, . . . , ℓ− 1}

◮ AU a

epts all words that do not 
ontain 1ℓ.



U -re
ognizability of arithmeti
 progressions

Theorem

Let U = (Ui)i≥0 be a NS su
h that N is U -re
ognizable.

Then mN+r is U -re
ognizable for all m, r ∈ N, and, given a DFA

a

epting repU(N), a DFA a

epting repU (mN+r) 
an be

obtained e�e
tively.

Consequently, any ultimately periodi
 set is U -re
ognizable.

Theorem

Let U be a PNS. If N is U -re
ognizable, then U is linear, i.e., it

satis�es a linear re
urren
e relation over Z.



Motivations

What is the �best automaton� we 
an get?
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DFAs a

epting the binary representations of 4N+ 3.

Question

The general algorithm doesn't provide a minimal automaton. What

is the state 
omplexity of repU (mN+ r)?



Related questions

Suppose that repU (N) is regular and let AU be the trim minimal

automaton re
ognizing N.

◮
What does AU look like?

Suppose we are interested in a 
ertain property P on sets of

integers (like being ultimately periodi
) that is U -re
ognizable.

◮
Des
ribe the state 
omplexity of a set X ∈ P w.r.t U .

◮
Des
ribe the synta
ti
 
omplexity of a set X ∈ P w.r.t U .



Honkala's de
ision pro
edure 1986

Given any �nite automaton re
ognizing a set X of integers written

in base b, it is de
idable whether X is ultimately periodi
.

Main ideas for an automata-resolution of this problem:

◮
If X ⊆ N is ultimately periodi
, then the state 
omplexity of

the asso
iated minimal DFA should grow with the period and

preperiod of X.

◮
Analyse the inner stru
ture of DFAs a

epting the

U -representations of mN+r.



Information we are looking for

Consider a NS U su
h that N is U -re
ognizable.

How many states does the trim minimal automaton AU,m

re
ognizing mN 
ontain?

1. Give upper/lower bounds?

2. Study spe
ial 
ases, e.g., Ze
kendorf numeration system.

All these questions 
ould be reformulated using the synta
ti


monoid instead of the minimal automaton.



State 
omplexity



A general upper bound

Theorem (Krieger et al. 2009, Angrand-Sakarovit
h 2010)

Let m, r ∈ N with m ≥ 2 and r < m.

If repU (N) is a

epted by a n-state DFA, then the minimal

automaton of repU (mN+ r) has at most nmn
states.

NB: This result remains true for the larger 
lass of abstra
t

numeration systems.



An exa
t result for the integer bases

Theorem (Alexeev 2004)

Let b,m ≥ 2. Let N,M be su
h that bN < m ≤ bN+1
and

(m, 1) < (m, b) < · · · < (m, bM ) = (m, bM+1).

The minimal automaton re
ognizing mN in base b has exa
tly

m

(m, bN+1)
+

min{N,M−1}
∑

t=0

bt

(m, bt)
states.

In parti
ular, if m and b are 
oprime, then this number is just m.

Further, if m = bn, then this number is n+ 1.



A lower bound

Theorem (C-Rampersad-Rigo-Waxweiler 2011)

Let U be any numeration system (not ne
essarily linear). The

number of states of AU,m is at least | repU (m)|.



The Hankel matrix

◮
Let U = (Un)n≥0 be a linear numeration system.

◮
Let k = kU,m be the length of the shortest linear re
urren
e

relation satis�ed by (Ui mod m)i≥0.

◮
For t ≥ 1 de�ne

Ht :=













U0 U1 · · · Ut−1

U1 U2 · · · Ut

.

.

.

.

.

.

.

.

.

.

.

.

Ut−1 Ut · · · U2t−2













.

◮
For m ≥ 2, kU,m is also the largest t su
h that detHt 6≡ 0

(mod m).



A system of linear 
ongruen
es

◮
Let SU,m denote the number of k-tuples b in {0, . . . ,m− 1}k

su
h that the system

Hk x ≡ b (mod m)

has at least one solution x = (x1, . . . , xk).

◮ SU,m ≤ mk
.



Cal
ulating SU,m

◮ Un+2 = 2Un+1 + Un, (U0, U1) = (1, 3)

◮ (Un)n≥0 = 1, 3, 7, 17, 41, 99, 239, . . .

◮
Consider the system

{

1x1 + 3x2 ≡ b1 (mod 4)

3x1 + 7x2 ≡ b2 (mod 4)

◮ 2x1 ≡ b2 − b1 (mod 4)

◮
For ea
h value of b1 there are at most 2 values for b2.

◮
Hen
e SU,4 = 8.



General state 
omplexity result

Theorem

Let m ≥ 2 and let U = (Un)n≥0 be a numeration system s.t.

(a) N is U -re
ognizable;

(b) AU has a single strongly 
onne
ted 
omponent CU ;

(
) for all states p, q in CU with p 6= q, there exists a word xpq

su
h that p · xpq ∈ CU and q · xpq 6∈ CU , or vi
e-versa;

(d) (Un mod m)n≥0 is purely periodi
.

Then the number of states of AU,m from whi
h in�nitely many

words are a

epted is

|CU |SU,m.



Idea of the proof

Let L be a language over the alphabet Σ.

The Myhill-Nerode equivalen
e relation for L: u ∼L v means that

for all y ∈ Σ∗
, uy ∈ L ⇔ vy ∈ L.

The number of states of AU,m from whi
h in�nitely many words

are a

epted is the number of sets u−10∗ repU (mN) where u is s.t.

q0 · u belongs to CU (where q0 is the initial state of AU ).

For all u, v ∈ A∗
U s.t. q0 · u and q0 · v belong to CU , we have

u ∼0∗ repU (mN) v i�

{

u ∼0∗ repU (N) v and

∀i ∈ {0, . . . , k − 1}, valU (u0
i) ≡ valU (v0

i) (mod m)



Result for strongly 
onne
ted automata

Corollary

If U satis�es the 
onditions of the previous theorem and AU is

strongly 
onne
ted, then the number of states of AU,m is

|AU |SU,m.

Further, we get an automati
 pro
edure to obtain dire
tly the

minimal automaton AU,m of 0∗ repU (mN).



Bertrand numeration systems

◮
Bertrand numeration system: w is in repU (N) if and only if

w0 is in repU (N).

◮
E.g., the ℓ-bona

i system is Bertrand.

0

1 1 1

0

0

0



A non-Bertrand system

0

1

2
0

◮ Un+2 = Un+1 + Un, U0 = 1, U1 = 3

◮ (Un)n≥0 = 1, 3, 4, 7, 11, 18, 29, 47, . . .

◮ 2 is a greedy representation but 20 is not.



Theorem (Bertrand)

A numeration system U is Bertrand i� there is a β > 1 s.t.

0∗ repU (N) = L(β).

In that 
ase, if d∗β(1) = (ti)i≥1, then

Un = t1Un−1 + · · ·+ tnU0 + 1.

◮
If β is a Parry number, the system is linear and we have a

�nite trim minimal automaton Aβ a

epting L(β).

◮
Consequently, repU (N) is regular and AU = Aβ.



Applying our state 
omplexity result to the Bertrand systems

Proposition

Let U be the Bertrand numeration system asso
iated with a

non-integral Parry number β > 1. The set N is U -re
ognizable and

the trim minimal automaton AU of 0∗ repU (N) ful�lls the

hypotheses of the theorem.

Consequently the previous state 
omplexity result applies to the


lass of Bertrand numeration systems.



Result for the ℓ-bona

i system
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Corollary

For U the ℓ-bona

i system, the number of states of AU,m is ℓmℓ
.
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Further work for state 
omplexity

◮
Analyze the stru
ture of AU for systems with no dominant

root.

◮
Remove the assumption that (Un mod m)n≥0 is purely

periodi
 in the state 
omplexity result.

◮
Look at any arithmeti
 progressions X = mN+r.



Transition to synta
ti
 
omplexity



Transition to synta
ti
 
omplexity

Let NU (m) ∈ {1, . . . ,m} denote the number of values that are

taken in�nitely often by the sequen
e (Ui mod m)i≥0.

Example (Ze
kendorf system)

(Fi mod 4) = (1, 2, 3, 1, 0, 1, 1, 2, 3, . . .), so NF (4) = 4.

(Fi mod 11) = (1, 2, 3, 5, 8, 2, 10, 1, 0, 1, 1, 2, 3, . . .), so NF (11) = 7.

Theorem (C-Rigo 2008)

Let U = (Ui)i≥0 be a NS s.t. lim
i→+∞

Ui+1 − Ui = +∞.

If X ⊆ N is an ultimately periodi
 U -re
ognizable set of period p,

then any DFA a

epting repU (X) has at least NU (p) states.



◮
If NU (m) → +∞ as m → +∞, then we obtain a de
ision

pro
edure to the periodi
ity problem.

◮
If U satis�es

Ui+k = a1Ui+k−1 + · · ·+ akUi, i ≥ 0, with ak = ±1,

then limm→+∞NU (m) = +∞.

◮
Works for the Ze
kendorf system.

◮
Not true for integer base b: N(bn) = 1 for all n ≥ 0.



◮
The formula for the state 
omplexity of mN for the

Ze
kendorf system is mu
h simpler than the formula for

integer base b systems.

◮
In this point of view, state 
omplexity is not 
ompletely

satisfying.

◮
Hope: Find a 
omplexity that would handle all these systems

in a kind of uniform way.



Synta
ti
 
omplexity



Synta
ti
 
omplexity

◮
Let L be a language over the alphabet Σ.

◮
Myhill-Nerode equivalen
e relation for L: u ∼L v means that

for all y ∈ Σ∗
, uy ∈ L ⇔ vy ∈ L.

◮
Leads to the minimal automaton of L: |AL| = |Σ∗/∼L| is the

state 
omplexity of L.

◮
Synta
ti
 
ongruen
e for L: u ≡L v means that for all

x, y ∈ Σ∗
, xuy ∈ L ⇔ xvy ∈ L.

◮
Leads to the synta
ti
 monoid of L: (Σ∗/≡L, ◦) where

[u] ◦ [v] = [uv].

◮ |Σ∗/≡L| is the synta
ti
 
omplexity of L.



Theorem

A language L is regular i� Σ∗/≡L is �nite.

Theorem

Let L be a language over Σ. Two words u, v ∈ Σ∗
are s.t. u ≡L v

i� they perform the same transformation on the set of states of the

minimal automaton AL: q · u = q · v for all states q.



An example: L = a
∗
b
∗

Minimal automaton:

1 2 3

a b a, b

b a

Representation of the synta
ti
 monoid:

1, 2, 3 1, 3, 3 2, 3, 3

2, 2, 3 3, 3, 3

a b

b a, b

a b

b a

a



An example: L = a
∗
b
∗

Minimal automaton:

1 2 3

a b a, b

b a

Representation of the synta
ti
 monoid:

ǫ a ab

b ba

a b

b a, b

a b

b a

a



Synta
ti
 
omplexity for integer bases

The synta
ti
 
omplexity of X ⊆ N is the synta
ti
 
omplexity of

the language 0∗ repU (X).

For x, y 
oprime, ordy(x) = min{j ∈ N0 : x
j ≡ 1 (mod y)}.

Theorem (Rigo-Vandomme 2011)

◮
Let m, b ≥ 2 be 
oprime integers.

If X ⊆ N is periodi
 of minimal period m, then the synta
ti



omplexity of X is equal to m ordm(b).

Main idea: For all u, v ∈ A∗
U , we have u ≡0∗ repb(X) v i�

{

|u| ≡ |v| (mod ordm(b)) and

valb(u) ≡ valb(v) (mod m)



Theorem (
ontinued)

◮
Let b ≥ 2 and m = bn with n ≥ 1.

(a) The synta
ti
 
omplexity of mN is equal to 2n+ 1.

(b) If X ⊆ N is periodi
 of minimal period m, then the synta
ti



omplexity of X is ≥ n+ 1.

◮
Let b ≥ 2 and m = bnq with n ≥ 1 and (b, q) = 1.

Then the synta
ti
 
omplexity of mN is equal to

(n+ 1) q ordq(b) + n.



A general lower bound for the integer base 
ase

Theorem (La
roix-Rampersad-Rigo-Vandomme 2012)

Let b ≥ 2 and m = dbnq with n ≥ 1 and (b, q) = 1 and where n

and q are 
hosen to be maximal.

If X ⊆ N is periodi
 of minimal period m, then the synta
ti



omplexity of X is

≥ max

(

q ordq(b),
γ + 1

q ordq(b)

)

,

where γ → +∞ as n or d → +∞.



Ze
kendorf numeration system and further work

Theorem

The synta
ti
 
omplexity of mN is

4m2pF (m) + 2

where pF (m) is the minimal period of (Fi mod m)i≥0.

So far, we 
an show that this result extends to the Bertrand

systems s.t. (Un mod m)n≥0 is purely periodi
.



Further work and 
on
lusion

Further work for synta
ti
 
omplexity:

◮
Try to estimate the synta
ti
 
omplexity of periodi
 sets for a

larger 
lass of numeration systems.

Con
lusion

Synta
ti
 
omplexity seems to allow us to handle integer bases and

the Ze
kendorf system at on
e.


